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Abstract of the contribution: This contribution proposes a new solution for UP optimization for edge computing.
1. Discussion
In the edge computing deployed environment, a UE or application could be served by a different server according to the location. In this mechanism, it is fundamental to figure out the network performance for each DN. More specifically, the network or application provider need to know the analysed (or expected) performance for a specific application per DN. 
This solution is based on the deployment assumption that there are multiple DNAIs for a given S-NSSAI, DNN. Each DNAI could represent a different EAS (Edge Application Server). According to the DNAI selection, the network performance could be different. In this environment, 3GPP network or application provider need to select the best DNAI to improve service experience. 
The objective of this solution is to provide network performance information (e.g. bandwidth, RTT) to AF to help selection of DNAI. 
Proposal. NWDAF provides “DN performance analytics” that contains performance information such as bandwidth, RTT to AF to help the selection of DNAI. 

2.	Proposal
It is proposed to include the added text into the TR 23.700-91 as a solution for Key Issue #16.
* * * * First Change (all new text) * * * *
[bookmark: _Toc22147504][bookmark: _Toc23409917][bookmark: _Toc25416988][bookmark: _Toc25417343][bookmark: _Toc25417811][bookmark: _Toc25740478][bookmark: _Toc30155540][bookmark: _Toc30155660][bookmark: _Toc31296401][bookmark: _Toc31361018][bookmark: _Toc31448723][bookmark: _Toc31639199][bookmark: _Toc31639317][bookmark: _Toc500949097][bookmark: _Toc20730727]6.0	Mapping Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues
	Solutions
	Key Issues

	1
	11
	
	
	

	2
	4
	
	
	

	3
	15
	
	
	

	4
	12
	
	
	

	X
	16
	
	
	

	
	
	
	
	



* * * * Second Change (all new text) * * * *
[bookmark: _Toc528436041][bookmark: _Toc528569785][bookmark: _Toc528576629][bookmark: _Toc463016657][bookmark: _Toc484168145][bookmark: OLE_LINK5][bookmark: OLE_LINK6]6.X	Solution X: Network Assisted DNAI selection for Edge Computing  
[bookmark: _Toc528436042][bookmark: _Toc528569786][bookmark: _Toc528576630]6.X.1	Description
This solution is for Key Issue #16: UP optimization for edge computing. 
One of the benefits of edge computing is to allow locating serving resources (e.g. computational resources) near a UE, and it improves network performance due to the short distance between consumer and producer. To enable this principle, the network traffic for a service served by edge computing need to be handled differently according to user location. This solution assumes that there are multiple application servers (e.g. EAS), and the network path between PSA UPF and application servers are also different. In case, two PSA UPF are reachable to a single application server, the routing paths are different. In means, that according to the PSA UPF selection (DNAI selection), the application traffic will experience different network performance. Figure 6.X.1-1 depict a deployment scenario of this solution. 
This solution is based on the network data analytics for a DN performance (e.g. RTT, bandwidth) per application. By providing these analytics to AF or internal NF such as PCF to help the selection of optimal UPF for a specific application. To realize this solution, it is expected that 1) NWDAF collect network traffic related measurement such as per DNAI measurement of traffic volume, number of packets, 2) NWDAF analyse the network performance per DNAI for a specific service, and 3) an actuator (e.g. AF, PCF, or SMF) select optimal DNAI. In this solution, 3) is out of scope. By applying this solution, it is expected that QoE of the application will be improved thanks to the better network performances. 


Figure 6.X.1-1 Edge computing deployed environment

The below is the principles of the solution: 
· A consumer (e.g. AF, SMF, or PCF) request to subscribe to DN performance analytics to select best DNAI for a specific service. This solution assumes that a solution is represented in a traffic descriptor, that could be represented as a combination of header filters, or application IDs. 
· NWDAF collect network data to analyse DN performance for a specific application such as traffic volume, number of packets. 
Editor’s Note: It is FFS to how to collect input data for analytics.
· NWDA generates analytics output showing the DN performance (e.g. RTT, and bandwidth), and notify the output to the consumer. 
· (Out of scope) The consumer selects the best DNAI for a specific service by considering each DN performance, server load (or UPF load), and user preference in synthetically. 

The consumer of these analytics shall indicate in the request or subscription:
-	Analytics Id set to "DN performance”;
-	The Target of Analytics Reporting: traffic descriptor;
-	Analytics Filter Information: one or more combinations of the following Analytics Filters: S-NSSAI, DNN;
-	An Analytics target period that indicates the time window for which the statistics or predictions are requested; and
-	In a subscription, the Notification Correlation Id and the Notification Target Address.

6.X.2	Input Data
The inputs to bind network data for a specific application. It is expected to be contained in a subscription request from a consumer. The data collection for analytics is mainly from SMF to collect user plane performance measured at UPFs. 
	Information
	Source
	Description

	S-NSSAI (optional)
	SMF
	Identifies the Network Slice for which analytics information is provided.

	DNN
	SMF
	Identifies the data network name (e.g. internet) for which analytics information is provided

	DNAI (or UPF ID)
	SMF
	Identifies the DN for which analytics information is provided

	Traffic descriptor
	SMF
	Represent network traffic which analytics information is provided. It is assuming that an application is represented. 

	QoS flow Bit Rate
	SMF
	The observed bit rate 

	QoS flow Packet Delay
	SMF
	The observed Packet delay.

	Packet transmission
	SMF
	The observed number of packet transmission.



Editor’s Note: It is FFS to how to collect input data for analytics from other NFs. 

6.X.3	Output Analytics
The output analytics of NWDAF is defined in Table 6.X.2-1. 
· Table 6.X.1.1-1. Output for DN performance
	Information
	Description

	S-NSSAI (optional)
	Identifies the Network Slice for which analytics information is provided.

	DNN
	Identifies the data network name (e.g. internet) for which analytics information is provided

	DNAI
	Identifies the DN for which analytics information is provided

	Traffic descriptor
	Represent network traffic which analytics information is provided. It is assumed that an application is represented. 

	Bandwidth
	The experienced bandwidth of given DNAI for an application. 

	RTT (Round Trip Time)
	The experience RTT of given DNAI for an application. 



[bookmark: _Toc26386439][bookmark: _Toc26431245][bookmark: _Toc30694643][bookmark: _Toc31096557]6.X.4	Procedures
For the procedure to select an optimal DNAI by AF is depicted in figure 6.X.3-1. The procedure is based on AF scenario. Internal NF such as PCF or SMF may consume the proposed analytics to select DNAI for a given S-NSSAI and DNN. 
 


Figure 6.X.3-1. A procedure to select best DNAI for a specific application

Step 1. An AF request DNAI performance analytics for a specific application. An application traffic is represented with traffic descriptor such as the filters of packet header or Application ID. This request may be delivered via NEF. 
Step 2. NWDAF collects network data from SMF for a requested application traffic per UPF. The NWDAF need to collect data from multiple UPFs can serve an application for S-NSSAI and DNN.
Step 3. NWDAF generate DN performance analytics as described in Table 6.X.1-1. 
Step 4. NWDAF notifies the analytic to the consumer AF 
Step 5-6. (out of scope) An AF select DNAI considering the output analytics. 

[bookmark: _Toc528436045][bookmark: _Toc528569789][bookmark: _Toc528576633]6.X.5	Impacts on services, entities and interfaces
NWDAF:
· Need to provide a new analytics for DN performance for a specific application
· [bookmark: _GoBack]Need to collect data from multiple UPFs (DNAIs)
NEF:
· Need to expose DN performance analytics to AF 
* * * * End of change * * * *
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